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Abstract 
User experience (UX) testing platforms capture many data types 
related to user feedback and behavior, including clickstream, survey 
responses, screen recordings of participants performing tasks, and 
participants’ think-aloud audio. Analyzing these multimodal data 
channels to extract insights remains a time-consuming, manual 
process for UX researchers. This paper presents a large language 
model (LLM) approach for generating insights from multimodal UX 
testing data. By unifying verbal, behavioral, and design data streams 
into a novel natural language representation, we construct LLM 
prompts that generate insights combining information across all 
data types. Each insight can be traced back to behavioral and verbal 
evidence, allowing users to quickly verify accuracy. We evaluate 
LLM-generated insight summaries by deploying them in a popular 
remote UX testing platform, and present evidence that they help 
UX researchers more efciently identify key fndings from UX tests. 
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1 Introduction 
User experience (UX) testing involves the collection of many types 
of implicit and explicit feedback, including clickstream data, survey 
responses, screen recordings of participants performing tasks, and 
think-aloud audio [25]. While UX testing platforms automate much 
of this collection, analyzing the feedback and correlating across 
diferent data channels to extract insights remains a manual, time-
consuming process for UX practitioners [19, 26]. Although plat-
forms have begun to leverage recent advances in natural language 
processing — specifcally, large, pre-trained transformer-based lan-
guage models (LLMs) — to summarize written and verbal feedback, 
these eforts typically do not address data streams without straight-
forward natural language representations. 

This paper presents an LLM-based approach for generating in-
sights from multimodal UX testing data. More specifcally, it de-
scribes a method for unifying verbal, behavioral, and design data 
streams into a novel natural language representation that can be 
used to prompt an LLM to generate insights combining information 
across all data types. The prompts require the LLM to map each in-
sight back to verbal and behavioral evidence to reduce hallucination 
and allow users to verify insight accuracy. 

We implemented and deployed multimodal insight summariza-
tion as an analysis feature on UserTesting, a remote UX testing 
platform [12]. As participants interact with digital assets during a 
UX test, the platform captures their interactions, think-aloud audio, 
and the asset’s underlying design data. The summarization feature 
frst prompts an LLM to compute a sequence of natural language 
descriptions detailing what the participant said and did ordered 
by timestamp — a multimodal transcript — for each individual test 
session. Then, the feature prompts the LLM to extract, aggregate, 
and summarize insights across all the multimodal transcripts taken 
together. These summary insights synthesize information across 
verbal, behavioral, and design data from the UX tests, and link di-
rectly to timestamped actions in the transcript so that users can 
quickly inspect the evidence used to generate them. 

We report usage statistics and feedback collected from in-product 
surveys based on the real-world deployment starting August 30, 
2023. UX researchers generally fnd the insight summarization 
feature makes them more efcient: they are able to extract and 
identify themes and reduce their overall "time-to-insight." 
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Figure 1: Multimodal insights summarize the results of an unmoderated UX test run on the UserTesting platform with six participants. 

2 Related Work 
LLMs can potentially support UX research workfows in many ways: 
assisting in test creation [6], scaling qualitative analysis [30], and 
even generating synthetic research data [20]. This paper examines 
how LLMs can scale qualitative analysis by generating insights that 
can summarize diferent types of data streams. 

2.1 Supporting UX Research and Testing 
There are a number of remote UX testing platforms for evaluating 
digital experiences (e.g. UserTesting [12], Sprig [9], Dscout [3], and 
Maze [5]), as well as UX research repositories for organizing cus-
tomer feedback data (e.g. Dovetail [2] and Notably [11]). Several of 
these platforms support LLM-powered features for summarizing 
natural language data streams such as verbal and written feed-
back [1, 7, 10]. This paper introduces an LLM-based approach for 
generating insights across both non-language data streams — inter-
action events and UI design (i.e., webpage DOMs) — and natural 
language ones. 

Many research systems have explored strategies for automating 
analysis, since UX researchers frequently work under time con-
straints [15, 19]. Some systems help researchers identify anomalous 
user behavior [21] and extract insights across multimodal data 
streams [14]; others automatically surface usability issues [18, 27]. 

The ZIPT system demonstrates that capturing interaction and 
design data during a usability test makes it easier to quantitatively 
analyze the results [16]. ZIPT leverages interaction mining [17] to 
generate Sankey diagrams that summarize paths taken by users 
through an Android application and compute performance metrics 
such as task completion rate. This paper introduces an approach 
that combines interaction mining data with think-aloud feedback 
to derive richer insights that correlate what people did with what 
they said. 

2.2 Natural Language for UI/UX Understanding 
Researchers have have developed ML-powered techniques for gen-
erating natural language representations of UI elements [24, 32] and 
screens [22, 29], powering retrieval and accessibility applications. 
To support applications such as task automation, researchers have 

developed methods for generating UI interaction sequences based 
on natural language task descriptions leveraging transformers [23] 
and LLMs [28]. This paper leverages LLM prompting to generate a 
natural language representation for each session in a UX test that 
interleaves timestamped verbal, interaction, and design data. The 
LLM is then prompted to extract summative insights across all the 
multimodal session transcripts. 

3 Automating Multimodal Analysis 
To evaluate digital design, UX researchers often observe and an-
alyze how users perform various tasks on interfaces. Remote UX 
testing platforms facilitate these studies, capturing multimodal data 
streams as participants perform tasks and provide feedback. This 
paper introduces an approach for automating qualitative analysis 
and extracting insights across the multimodal data streams captured 
during UX testing. 

3.1 Multimodal Insight Summaries 
We implemented and deployed multimodal insight summarization 
on UserTesting, a remote UX testing platform [12]. Researchers can 
review the results of an unmoderated UX test as a list of insights 
summarizing what people did and said across all sessions (Figure 1). 

Suppose a researcher wants to assess and improve the naviga-
bility of the San Francisco Department of Parks and Recreation 
website. The researcher launches a test on UserTesting asking par-
ticipants to “reserve a pickleball court” to understand how easily 
users can complete the task. UserTesting then sources participants 
to take the test, capturing their screens, interactions, and verbal 
feedback as they perform the task. Once the test is flled and the par-
ticipant sessions are completed, the platform generates multimodal 
insights summarizing the results that the researcher can review. 

Since the researcher knows that users must navigate to the 
“Reservations” page and select a specifc time to reserve a court, an 
insight stating that “Contributors navigated to the ‘San Francisco 
Recreation and Parks’ website and clicked on ‘Permits and reser-
vations’ or ‘Calendar’ to fnd information about pickleball court 
reservations” could indicate a high success rate. By clicking “View 
source,” the researcher verifes that all participants did succeed and 
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Figure 2: By clicking ‘view source,’ researchers can quickly validate an insight based on the multimodal session evidence it references. 

Figure 3: Multimodal session summaries allow researchers to quickly review what a participant did and said without having to watch an entire session video. 

that the insight is correct (Figure 2). Evidence is presented as an 
array of thumbnails, each representing a video clip from a session 
annotated with the behavioral and/or verbal data that informed the 
insight. The researcher can watch the clips for additional context 
and to review any data streams that were not directly included in the 
insight—for instance, any comments participants made reviewing 
the calendar. 

Even when all participants succeed at a task, insights based on 
verbal feedback can capture challenges with the experience and 
yield suggestions for improvement: “Some contributors expressed 
confusion or uncertainty about pickleball and its reservation pro-
cess,” “2 Contributors expressed a desire for a map of the location,” 
and “1 Contributor identifed a broken link and suggested it be 
fxed.” This example illustrates how UX researchers may rely on 

multimodal data streams to more deeply understand how users 
interact with digital experiences. 

3.2 Multimodal Session Summaries 
Researchers can also review individual sessions as a list of events 
summarizing what participants did and said with corresponding 
video timestamps (Figure 3). These multimodal summaries allow 
researchers to quickly understand what happened in a session 
without having to watch the entire video, and each timestamped 
event in the summary links to the relevant part of the session in case 
a researcher wants to jump in for additional context. Researchers 
may also use session summaries as a starting point for manual 
analysis, mirroring how researchers takes notes while reviewing 
recorded sessions. 
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Figure 4: Multimodal insight summaries are generated by chaining together two diferent LLM prompts. The first prompt generates “multimodal transcripts” 
for a single session, summarizing across the behavioral, verbal, and design data streams captured during a test. The second prompt summarizes across a set 
of multimodal transcripts to generate summative insights for a UX test. 

4 Generating Multimodal Insights 
This paper introduces an approach for generating multimodal in-
sight summaries for UX tests by chaining together two diferent 
LLM prompts. The frst prompt generates a data structure that 
chronologically details in natural language what happened across 
the various data streams captured during a test, producing a “mul-
timodal transcript” for each session. Given a concatenated list of 
multimodal session transcripts, the second LLM prompt generates 
the fnal set of summative insights for a UX test (Figure 4). 

4.1 Multimodal Data Stream Capture 
During each UX test session, the UserTesting platform concurrently 
records four diferent data streams: events/interactions, UI design, 
screen capture, and think-aloud audio. For web-based sessions, the 
platform employs a browser extension to capture these data streams, 
including web page Document Object Model (DOM) trees as the UI 
design stream. 

The event stream records both user-level interactions like clicks 
and scrolls, and system-level activities such as page loads and form 

submissions. Every event is tagged with its specifc type and times-
tamp. Given the high frequency of certain events like scroll and 
mousemove, a debouncing strategy is applied to flter out redundant 
events, thereby reducing noise in the data stream. 

For each web page at render time, browsers compute a DOM tree: 
a hierarchical data structure specifying the UI components, their 
render-time properties, and how they are composed together to 
defne the page’s overall layout. Upon page load, an initial snapshot 
of the entire DOM is taken. Subsequent captures focus solely on 
changes—added, removed, or modifed DOM nodes. 

The video stream captures the participant’s screen during the 
test. Each event/interaction has a corresponding screenshot, a 
video frame from the screen capture that is extracted based on 
the event’s timestamp. These screenshots are used to further ana-
lyze the event stream and compute aggregate visualizations (e.g., 
interaction heatmaps). 

The audio stream captures the participant’s think-aloud audio 
during the test. The platform generates transcriptions using a state-
of-the-art third party service [8] and segments them into times-
tamped sentences. 
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4.2 Multimodal Session Transcript 
Based on these captured data streams, the platform employs LLM 
prompting to generate a “multimodal transcript” for each session, 
a data structure that chronologically details what a participant did 
and said. To input these multimodal streams into an LLM, we devel-
oped a novel data representation that combines the non-language 
streams — events/interactions and DOM trees — with audio tran-
scription. 

The platform combines the event/interaction and DOM data 
streams into a “behavioral transcript” that describes the partici-
pant’s actions throughout the session in natural language. In the 
behavioral transcript, each interaction (e.g., click, scroll) is recorded 
as a text string, detailing the event type, timestamp, page title, 
URL, and DOM elements relevant to the interaction (e.g., clicked 
element). More specifcally, the displayed text within the relevant 
DOM element is used with the other event and page metadata to 
capture an interaction’s intent: “Clicked on ‘Add to cart’ button on 
‘Product 314’ page (https://www.site.com/product/314?color=red).” 
Through experimentation, we found that the inclusion of full URLs 
and query parameters proves benefcial; for instance, an LLM can 
identify that a user applied flters on a shopping website merely by 
analyzing the URL’s query parameters. 

The platform merges the verbal and behavioral transcript sen-
tences into an ordered list based on timestamps. When timestamp 
collisions occur, we found that ordering does not matter, so we 
simply list the sentences one after the other. A unique identifer 
tags each integrated event to be referenced later in the output. 

The merged verbal-behavioral transcript serves as context input 
to the frst LLM prompt, which is tasked with generating a list-
formatted summary of a participant’s feedback and behavior for 
a single session. We found that this input representation allows 
the LLM to synthesize cohesive insights across user actions and 
verbal feedback. For instance, an LLM can infer that a participant is 
interested in a specifc product by connecting the verbal feedback 
about that item with the click interaction on the DOM element 
linking to that item’s product page. Moreover, by incorporating 
unique identifers from the original data into each list item, the 
LLM ensures direct traceability to the source transcripts necessary 
for subsequent data verifcation and analysis. 

We use few-shot prompting to provide the LLM reference exam-
ples it should use while generating output. We found that explicitly 
marking sections with delimiters such as <PATH> — the verbal-
behavioral transcript provided as context input — and <SUMMARY> 
— the desired list-formatted output — helps improve the quality of 
results. The basic structure of the frst LLM prompt is shown here: 

Below is a path a participant took during a UX test. 
Summarize the path the participant took and include the 

notable data points found. 
Rephrase the summary to be easy to digest and quickly 

understand in list format. 

## Example ## 
"Go check out the product on the below page. Explain why 

you chose the product." 
<PATH> 

24: Clicked on 'Red color' on 'Product 314' page 
(https://www.site.com/product/314) 

25: Scrolled down on 'Product 314' page 
(https://www.site.com/product/314?color=red) 

26: Said "I liked the red color" 
27: Clicked on 'Add to cart' button on 'Product 314' page 

(https://www.site.com/product/314?color=red) 
<SUMMARY> 
- Participant clicked on the red color option on the 

product page [24] 
- Participant liked the red color option and added the 

product to cart [26, 27] 

"Instruction" 
<PATH> 
... 
<SUMMARY> 

To generate the fnal multimodal transcript, the LLM list output 
is parsed into a JSON representation that preserves references to 
the original verbal-behavioral transcripts while removing them 
from summary sentences. The resulting multimodal transcript not 
only feeds into the next phase of generating insights but also serves 
as a more digestible session summary that can be exposed to the 
user (Figure 3). An example multimodal transcript is shown here: 

... 
{ "id": 1, 
"text": "Participant clicked on the red color option on 

the product page", 
"sources": [{"type": "event", "id": 24}]}, 

{ "id": 2, 
"text": "Participant liked the red color option and added 

the product to cart", 
"sources": [{"type": "event", "id": 26}, {"type": 

"sentence", "id": 27}]} 
... 

4.3 UX Test Insight Summary 
To generate summative insights for a UX test, the platform provides 
a concatenated list of all the multimodal session transcripts as 
context input to a second LLM prompt. The prompt instructs the 
LLM to consider commonalities, diferences, and anomalies across 
sessions to give a full picture of user behavior and experiences. 
For example, in our experiments, we found that LLMs can spot if 
a product is frequently searched for, or if diferent search terms 
lead to the same product being clicked on. The generated insights 
preserve the multimodality of the data but are expressed in more 
colloquial language. 

In the prompt, clear markers are added between each session’s 
transcript to help the LLM identify the start and end points of 
each session. The prompt can be adjusted by changing or adding 
questions, allowing for more targeted insights. Using placehold-
ers for participant IDs improves the ability to trace back to the 
original data and makes it easier to present and store key fnd-
ings later on. As with the frst LLM prompt, special delimiters like 
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<CONTRIBUTOR_PATHS> and <SUMMARY> are included to enhance 
both the reliability and reproducibility of results. The basic struc-
ture of the second LLM prompt is shown here: 

Given the paths that contributors of a UX study took to 
achieve a task, 

write a short holistic summary of bullet points to answer 
the below questions: 

- Are there any differences and similarities in how 
contributors navigated to achieve the task? 

- Were there any points where contributors expressed any 
comments such as sentiment or emotion? 

- Did the contributors encounter any issues, blockers, or 
struggled during the task? 

## Example ## 
"Go check out the product on the below page. Explain why 

you chose the product." 
<CONTRIBUTOR_PATHS> 
participant_123: 
1: Participant clicked on the red color option on the 

product page 
2: Participant liked the red color option and added the 

product to cart 

participant_456: 
3: Participant dislikes the red option and opted instead 

for the blue option 
4: Participant added the product to cart 
<SUMMARY> 
- [participant_123] and [participant_456] both added the 

product to cart [2, 4] 
- While [participant_123] liked the red color option, 

[participant_456] opted for the blue option [1, 3] 

"Instruction" 
<CONTRIBUTOR_PATHS> 
... 
<SUMMARY> 

The LLM output is once again parsed into a JSON representation 
to separate individual line items. The unique identifers in each line 
item are extracted and mapped back to their corresponding original 
events in a two step process: linking to an individual line item in the 
respective sessions’ multimodal transcript and then, to the original 
source event. This process, known as "walking the references," 
ensures each insight is anchored in the raw data, thereby enhancing 
its credibility and interpretability for researchers. This fnal step 
outputs a list of insights that spans multiple UX test sessions, along 
with references to source data rooted in video recordings of the test 
session. An example of a UX test insight summary is shown here: 

... 
{ "id": 1, 
"text": "[participant_123] and [participant_456] both 

added the product to cart", 

"sources": [{"type": "event", "id": 24}, {"type": 
"event", "id": 25}]}, 

{ "id": 2, 
"text": "While [participant_123] liked the red color 

option, [participant_456] opted for the blue option", 
"sources": [{"type": "sentence", "id": 26}, {"type": 

"sentence", "id": 27}, {"type": "event", "id": 26}]} 
... 

4.4 Implementation 
To capture video, event, and DOM data for user sessions, we lever-
age UserTesting’s Chrome browser extension. The extension pro-
vides a basic UI for participants to start and stop recording during a 
UX test session. Aside from this UI, the extension has two main com-
ponents: a content script that is injected into web pages to record 
events/interactions and DOM data, and a background script that 
runs at a global browser level. The background script keeps track 
of page loads, injects our content script into web pages, handles the 
video recording using Chrome’s desktopCapture API, and sends 
the collected data back to our server. User and system events are 
captured by registering appropriate event listeners in the window 
and document objects. To capture the DOM and changes in the 
DOM over time, the extension’s content script initially traverses the 
DOM tree — starting at the document node — and records a DOM 
event with this data. Then, it registers a MutationObserver [13] 
to monitor subsequent modifcations.. 

To implement multimodal insight summarization, we leveraged 
both the GPT-3.5 16k and GPT-4 models via the OpenAI API. We 
faced constraints related to context size, which was 16,384 tokens for 
the GPT-3.5 16k model and 8,192 tokens for the GPT-4 model. These 
limits afected the number of sessions and the amount of content we 
could include in a single task summary prompt. Additionally, the 
API’s rate limits necessitated a queuing system to manage requests. 
To optimize costs and rate-limit availability, we primarily used GPT-
3.5 models for individual session summaries. We reserved the more 
capable GPT-4 model for generating the fnal, aggregated multi-
session insights. The web UI for multimodal insight summaries is 
built using React. 

5 Results 
We evaluate LLM-generated multimodal insight summarization by 
deploying the capability in the remote UX testing platform UserTest-
ing. Between August 30, 2023 and April 30, 2024, UX researchers 
created 75,464 UX studies eligible for insights summarization. Re-
searchers could choose to watch videos from their UX studies se-
quentially or review a ‘Results’ page which included the option 
to generate an insights summary. During the deployment, 11,030 
individual researchers reviewed the Results page, and 3,821 of them 
(34.6%) created 56,830 insights summaries. The mean number of 
summaries created was 13.4, and the median number was 5; 66 
researchers created 100 summaries or more, while 867 created only 
one summary. 

Researchers also had the option to provide written feedback of 
the summary, and 61 did so. Of those that provided feedback, 12 
worked at companies in the technology space, seven in retail, and 
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seven in healthcare. The rest were split among communications, 
manufacturing, travel, defense, and entertainment. Researchers’ 
company size varied from under 50 employees (3 researchers) to 
over 10,000 (17 researchers). 

Researchers expressed that the insights sped their workfow: 
“This really helps with the fast data analysis and synthesis per task” 
(P48), “This is a fantastic feature: the source information makes 
this extremely useful in its current state,” (P35), and “This feature 
is great and a huge time saver!!” (P28). 

Nine of the 61 researchers who provided feedback specifcally 
remarked on counting. As LLMs have limited performance with 
arithmetic tasks, we prompted the LLM to use terms like a few, 
some, most, and several for numbers greater than one. researchers 
could access counts by checking ‘view source’ and seeing how 
many participants were cited. However, researchers remarked that 
specifc counts would better enable their workfows: “I would like 
to see the statement in this format: ‘Most contributors (17 of 20)’, 
‘Several contributors (12 of 20)’. . . That way we can immediately 
see how many participants worth of data went into the summary 
without having to drill in and view.” (P45). “It would be helpful to 
clarify how many the many, several, some, and a few are exactly.” 
(P27). Given the importance of accurate counts and specifc numbers 
to UX researchers, future implementations could take a rule-based 
approach for summing user feedback. 

Transcription issues contributed to inaccurate insights and re-
searcher dissatisfaction. P47 wrote, “the response ‘one [tester] ex-
pressed annoyance at a small cost’ was actually the tester saying 
that they had a small cough and it was annoying.” In addition, not 
all comments participants make are equally useful: “One of the fnal 
summary comments was only mentioned because the participants 
were reading a question on screen, not because it was an answer to 
the question” (P39). 

The current implementation does not take into account indi-
vidual researchers’ needs, and treats all participant transcript as 
similarly valuable. Two researchers’ comments indicate a need for 
insight customization. P54 suggested that the insights be less tai-
lored to UX specifcally, “I’d love to use this for marketing research, 
ad tests, etc. . . the output makes me think this is super tailored to 
UX research only,” while P49 wrote “I was expecting a summary in 
a narrative format... [with] recommendations as a conclusion.” 

Others requested more convenient means to export the insights 
into their reports or documentation, “It’d be nice to just be able 
to quick copy one [insight] at a time [in addition to the “Copy all” 
button]!” (P53), indicating that, for this researcher, some insights 
were useful or relevant and others were not. Similarly, P51 wrote, 
“I would like to be able to edit this, fne tune, remove what is not 
correct and then... download.” 

6 Discussion and Future Work 
Analysis time is the key limiting factor for most qualitative research. 
Every additional user session adds 20 minutes or more of video 
review, plus additional time for qualitative coding and synthesis. 
In addition, the more unstructured data a study generates—and 
the more kinds of data it considers—the more challenging theme 
extraction and synthesis become for human analysts. With suf-
ciently comprehensive, accurate, and verifable multimodal insights, 
analysis time could no longer limit scale for qualitative research, 

broadening the possibilities for future UX researchers to conduct 
studies with more participants and more types of data. 

Feedback gathered from our deployment suggests several av-
enues for future development. Users rarely reported that the in-
sights’ content was inaccurate, but those that did observe inaccura-
cies reported frustration. In addition, practitioners did not fnd all 
insights generated by the system equally useful. A future implemen-
tation could allow users to ‘hide’ or remove less-relevant insights, 
or ’pin’ those that provided more value. Future work could explore 
the impact of this afordance on users’ preferences for a higher-
recall system, and the data collected could be used to fne-tune the 
prompts given to LLMs. 

While the system proposed in this paper fully automates the 
insight generation process, increased control could improve user 
satisfaction. Practitioners’ intentions vary when creating UX tests, 
and those intentions are not always obvious from the task assigned 
to participants. A practitioner might, for instance, ask users to 
navigate a website while thinking aloud, but primarily be interested 
in organic user reactions to the homepage. Thus, a single prompt 
cannot meet the needs of all users in all disciplines. Allowing user 
input for prompting would allow practitioners to direct the LLM 
to produce insights more pertinent to their specifc discipline or 
use case. Because non-experts struggle with prompt creation [31], 
a range of pre-generated prompts could be provided, or free-form 
user input could be included as an auxiliary instruction. Future 
work could explore how extensive user instructions should be to 
optimize insight relevance, or to customize insight presentation for 
dissemination to stakeholders. 

In this work, we transform all data streams into natural lan-
guage representations to generate multimodal insights. Future work 
should examine whether leveraging inherently multimodal LLMs 
such as Gemini [4] could improve performance. Can multimodal 
LLMs automatically generate a multimodal transcript from screen 
capture video and think-aloud audio without having to construct 
an intermediate verbal-behavioral transcript? Future research could 
also explore the extent to which basing summarizations of of mul-
timodal data streams mitigates the risk of hallucination: with more 
streams of data ofering more context, the LLM may not need to 
supply as much ‘missing’ material. 
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